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Abstract

Background: Car crash simulations need a lot of computation time. Model reduction
can be applied in order to gain time-savings. Due to the highly nonlinear nature of a
crash, an automatic separation in parts behaving linearly and nonlinearly is valuable for
the subsequent model reduction.

Methods: We analyze existing preprocessing and clustering methods like k-means
and spectral clustering for their suitability in identifying nonlinear behavior. Based on
these results, we improve existing and develop new algorithms which are especially
suited for crash simulations. They are objectively rated with measures and compared
with engineering experience. In future work, this analysis can be used to choose
appropriate model reduction techniques for specific parts of a car. A crossmember of a
2001 Ford Taurus finite element model serves as an industrial-sized example.

Results: Since a non-intrusive black box approach is assumed, only heuristic
approaches are possible. We show that our methods are superior in terms of simplicity,
quality and speed. They also free the user from arbitrarily setting parameters in
clustering algorithms.

Conclusion: Though we improved existing methods by an order of magnitude,
preparing them for the use with a full car model, they still remain heuristic approaches
that need to supervised by experienced engineers.

Keywords: Crash simulation, Nonlinear behavior, Black box identification, Spectral
clustering, K-means, Model reduction

Background

In the modern design process of cars, crash tests are simulated with highly detailed finite
element (FE) models on high-performance computing clusters. Spethmann et al. summa-
rize in [1] that in 1998 a simulation was much more cost and time efficient than building
a prototype, i.e., 5000 USD and weeks vs. 300.000 USD and half a year. There is reason
to believe that this great difference still exists today but with an increased quality of the
simulations. On the other hand, prototypes change rapidly nowadays. A major German
car manufacture has a database with around 7000 different prototypes for only one car
type, which again increases the total computation time. Each of them needs to be checked
for crash safety in an early development stage since major changes are impossible later
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on. On top of that, the design engineers need fast feedback about whether the current
prototype is safe before they can continue with further modifications.

This raises the need for model (order) reduction (MOR) in the simulation process. Model
reduction simplifies the underlying mathematical model in such a way that the dimension,
and thus hopefully the simulation time, is reduced while introducing only an acceptable
error. There exist a vast collection of model reduction methods, which can be separated
into two groups: linear and nonlinear methods. They differ on whether the underlying
differential equation is required to be linear or whether nonlinear terms are allowed. One
would expect that only nonlinear reduction techniques should be applied to a car crash due
to its highly nonlinear nature. But we will propose ideas to automatically separate the car
in one part with presumably linear and another part with presumably nonlinear behavior.
It is now possible to apply linear MOR to the first and nonlinear MOR to the second part
respectively, cf. [2]. This way, linear methods, which usually have a better ratio between
computation time-saving and introduced error, can be used for most parts of the vehicle
even though the crash in its entirety has nonlinear behavior. In addition, linear MOR tech-
niques are maturer in comparison to nonlinear MOR. Radermacher and Reese successfully
used a similar approach by only reducing parts with elastic material behavior [3].

In this work, we analyze modern clustering techniques for their suitability in model
reduction. The clustering is not used as a way of model reduction but as a preprocessing
step to identify nonlinear behavior. As described above, the knowledge of this behavior
will then be used to combine linear and nonlinear model reduction methods in future
work that is not part of this article.

It can be seen that certain shortcomings exist with current methods to identify nonlinear
behavior in car crashes. Therefore, the major contribution of this work is an improved
clustering algorithm which addresses and solves these shortcomings. This is achieved by
either improving existing methods or developing new ones. Considering that the majority
of the simulations in automotive development concerns crash safety [1], we will focus on
car crash tests in this article.

In the next two sections, we introduce the industrial setting and provide an overview of
existing methods to analyze crash behavior. The clustering methods needed in the follow-
ing are discussed in detail in the “Clustering” section. After this preparation, one modern
technique to separate linear from nonlinear behavior is presented in the “Preprocessing”
section together with measures which are used to assess the quality of the method in the
“Analysis of the preprocessing” section. The problems found in this analysis are solved in
the “Improvements” section. Finally, we conclude with a summary and outlook on further
research.

Setting

For the upcoming analysis, we are using the proprietary simulation software LS-DYNA [4]
by the Livermore Software Technology Corporation since it is widely used by the industry
for crash analysis. Additionally, it would be too costly to develop an alternative softwareina
research facility. As described in [5], LS-DYNA uses the following simulation procedure:
After the model is read from an ASCII file, the equilibrium equations in Lagrangian
formulation resulting from continuum mechanics are transformed in their corresponding
weak form. The spatial dimensions are discretized via finite elements resulting in the
nonlinear equation of motions
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with the symmetric mass matrix M, damping matrix D, internal forces f;,, depending, e.g.,
nonlinearly on the generalized coordinates g and the external forces f . If the internal
forces f,:(q(), . ..) can be written as K - g(t) with a stiffness matrix K, then the system
is linear. The discretization of the time is accomplished with explicit central differences
or other discretization schemes, which are then solved by the built-in LS-DYNA solver. It
needs to be mentioned that our work does not rely on any specific features of LS-DYNA.
Thus, any other simulation tool can be used instead.

The finite element model of a 2001 Ford Taurus from the National Crash Analysis
Center [6] serves as an example. The model depicted in Fig. 1 consists of almost one
million (mostly shell) elements and was validated against actual hardware crash tests [7].
For simplicity, we will focus our analysis of nonlinear behavior on the crossmember shown
in Fig. 2. It consists only of 3789 nodes and experiences large deformations as part of the
crumple zone which makes it a suitable candidate.

Overview of crash analysis

Model reduction in mechanics would usually substitute the equation of motion (1) by a
differential equation of smaller dimension, the so-called reduced system. Unfortunately,
this is not possible with the closed-source software LS-DYNA. The same is true for ana-

Fig. 1 Frontal crash of a 2001 Ford Taurus. The car has an initial velocity of 35 mph perpendicular to a rigid
wall

Fig.2 The crossmember is depicted in red before (left) and after the crash (right)
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lyzing nonlinear behavior since there is no way to access the function f; ;. Instead we can
only use the simulation data resulting from g(¢) for different simulation runs, which is
basically a black box approach. The import routine for the binary output of LS-DYNA to
MATLAB was written at the institute.

The overall goal consists of finding parts of the vehicle that most likely behave lin-
early or mostly nonlinearly during the crash. This leads to a separation of the generalized
coordinates

into parts g' and g" corresponding to the linear and nonlinear behavior of the vehicle,
respectively. The car model can now be cut along the boundaries between the parts. Sev-
eral so-called substructuring methods or component mode synthesis (CMS) can be found
in [8]. This allows an independent reduction of each component, which is useful for fast
interchanging of specific components in the design phase of a car without the need to reap-
ply the model reduction to the complete car. Proprietary crash simulation codes like LS-
DYNA usually provide an interface to replace single components by their linearly reduced
counterparts, the so-called superelements. The nonlinear reduction of one component
inside LS-DYNA is still an open question but may be achieved with co-simulations via user-
defined functions. For the sake of this paper, it can be assumed that the linearly behaving
part will be reduced with linear MOR and the nonlinearly behaving part not reduced at all.
In [2], several methods of separation, reduction techniques and the need for an additional
interface reduction are described exemplarily on a model of a go-kart. The classification
of linear behavior in the go-kart was performed manually by an engineer. The intention of
this paper is to automate this decision as much as possible. A subsequent model reduction
as described in [2] is not part of this article but the subject to current and future work.

Several ways to analyze the crash behavior were published for different needs: Running
the same simulation twice can result in different outputs due to round-off errors in parallel
computing. In 2005 and 2008, Mei and Thole published an algorithm to detect areas
with this scatter [9,10], which was implemented in the software Diff-Crash. Since the
complete algorithm is not accessible to the authors, it will not be considered in this article.
The Simdata-NL project [11,12], on the other hand, used similar techniques to detect
bifurcations and to group similarly behaving nodes. None of them were directly developed
to separate a model for subsequent model reduction but they can be accommodated to
our needs. Only nodal positions were used in the aforementioned publications. Thus, we
will also restrict ourselves to this assumption in order to allow a fair comparison to our
improvements.

Clustering

All aforementioned publications use either self-developed or known clustering methods
such as k-means or spectral clustering. Therefore, it is vital to explain what clustering is.
Clustering is the process of grouping a large data set by similarity into so-called clusters.
It is a subclass of unsupervised learning since there do not exist any predefined categories.
The area of application is huge: genome analysis, image segmentation, social networks
and consumer analysis, to name only a few.
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Despite its broad use, clustering is no Swiss army knife for data classification. In fact,
[13] describes many pitfalls: First, there is no exact definition of what a cluster should look
like. This lies in the eye of the beholder. Imagine for example all the books in a library
as data set. One could group them by genre, by age, by the second letter of the authors
family name, by their position in the shelf, by their physical dimensions, etc. Another
example is the famous ambiguous optical illusion “My Wife and My Mother-in-Law” by
William Ely Hill: Some see a young woman, and others see an old lady. The same is true
for clustering algorithms that try to identify structure in data. Each algorithm has “its
own view” on the data which does not necessarily lead to the same result as the user of
the algorithm expects. Additionally, most of the real world data does not constitute of
natural clusters, which need to be identified by a clustering algorithm. Instead there are
many possible ways to categorize data and all of them have their own right to exist. Thus,
clusters are not identified but created by the algorithms. Even in randomly distributed
data, clustering algorithms will return a grouping since they enforce structure on the data
instead of recognizing natural clusters or deciding if there are any clusters at all. This can
also be a pitfall for experienced users. There are not only a large quantity of algorithms to
choose from but they usually have several parameters which need to be defined and only
have a heuristic meaning. Even the number of clusters needs to be specified most of the
time in advance. In fact, there cannot be one algorithm satisfying three simple properties
as shown in [14].

For consistent notation in the further description of the algorithms, we assume that n d-
dimensional datapoints X' = {x;} ; € R are given. A clustering algorithm is supposed to
group these points into K disjoint clusters C = {Cx }le. C is—mathematically speaking—
a partition of X, i.e, Cx # @ for all k, | J; Cx = & (particularly C; € X for all k) and
CiNCpy=0foralll <k <k’ <K.

K-means clustering
K-means is indisputably one of the most used clustering algorithms dating back to 1955.
It iteratively defines the clusters as areas around the cluster centers

1

- 2
[Ckl @

Zk
xECk

of the last iteration, c.f. Algorithm 1 taken from [15]. This way it converges to a local
minimum of the overall squared error, which is defined as

K
min > > v -zl 3)

k=1 x€Cy

i.e., the clusters tend to be as dense as possible. But due to the assignment in line 4 of
Algorithm 1, the clusters are always lying in convex subsets of R, which restricts the
ability of k-means to identify only these types of clusters. Not only does the user have
to set the number K of desired clusters in advance but the random initial assignment in
line 1 also makes the algorithm indeterministic. In order to implement the algorithm, one
has to specify the stop criterion in line 6 and repeat it with different initial assignments to
hopefully find a global and not only local minimum of (3).
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Strictly speaking k-means refers to the optimization problem (3), which is NP-hard [16,
17]. Therefore, the above described Llyod’s algorithm 1 is used to approximate the exact
solution and is meant when referring to k-means in the remainder of this article. The
computational complexity of Algorithm 1is O(n- K - d - w) with @ the number of iterations
until satisfactory convergence is achieved in line 6. Even though w can grow exponentially
in n [18], it is in average (via smoothed analysis) polynomial in 7 [19]. For real data, it
often can be observed that w does not grow that fast and is considered proportional to #.

Algorithm 1 K-Means Clustering

Input: #n data points x;, number of clusters K

Randomly assign each x; to one of the K clusters Cj

Compute cluster centers z; according to (2)

repeat
Reassign each «; to the cluster C; corresponding to the nearest center z;
Recompute cluster centers zj according to (2)

until (3) converges

SN e

Output: clusters Cy

Spectral clustering
A more advanced clustering algorithm is spectral clustering, which dates back to 1973.
There are several variants like [20] or [21] but we will only describe the so-called unnor-
malized form as described in [22].

Spectral clustering combines graph and spectral theory. Each data point #; is viewed as
a vertex of an undirected graph G = (V; E). The existence and weight of the edges are
calculated from the pairwise defined, symmetric similarities s;; > 0 of all pairs of nodes
(%, 7). The greater s;;, the higher is the similarity between nodes x; and x;. Since we define
similarity in R? by proximity, a good choice is the Gaussian similarity function

ll;—s;12

Sij = 37 202

for a parameter o > 0.
The weight w;; > 0 of each edge (x;, x;) can now be defined in several ways with w;; = 0
meaning that x; and x; are not connected. The resulting, weighted graph G is then called

similarity graph. Some types of similarity graphs are listed below:

+ The e-neighborhood graph weights edges only if the corresponding nodes x; and
x; have a distance below € > 0. Since all remaining edges have a similar distance
(below €), they can be weighted with 1 instead of s;;. This results in the weights

1 if [la; — x5l <€,
Wij = .
0 if [l; — xj]l > €.

+ In the /-nearest neighbor graph (! € N), edges are weighted only if one of the nodes

is among the /-nearest neighbors of the other node, i.e.,

s if  Hl<i<nm:la—all < lla— a0} <!
wij = or Hl1<j<n:lai—xl <l —all}l <1

0 otherwise.
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+ The mutual /-nearest neighbor graph is a variant of the (non-mutual) /-nearest neigh-
bor graph. The only difference is that both nodes need to be one of the /-nearest
neighbors of the other node, i.e.,

sij if Kl <i<n:lx—x < llx:—x} <!
Wi = and {1 <j=<n:llx—xl < lx— %} <4
0 otherwise.

Either way, the resultis a weighted graph (G, W) with the symmetric, weighted adjacency

This matrix contains not only information about all weights but

matrix W := {w;;}/

1
also whether there ]is an edge between two nodes (w;; # 0) or not (w;; = 0), therefore,
replacing the set of edges E.

The similarity graph can be considered as preprocessing for the actual spectral cluster-
ing. As with all preprocessing, the right choice can make the difference. There can be no
best choice for the parameters o, € and [ for every use case, as discussed in the beginning
of the “Clustering” section, but [22] gives some hints (“rules of thumb”) that try to ensure
the connectivity of the resulting graph meaning that there is a sequence of edges between

every two arbitrary nodes:

+ [ in the [-nearest neighbor graph chosen around log(n) satisfies connectivity in the
limit # — oo for random data points {x;}7_;.

« For € in the e-neighborhood graph, the length of the longest path in a minimal
spanning tree of the (fully connected) graph is always a valid choice by definition.
Recall that a minimal spanning tree connects all vertices with the least amount of
edges. Since Prim’s algorithm [23] for calculating such a tree has complexity O(n2),

this step can take a significant amount of time.

Itisalso considered good practice to choose o as the length of the longest path in a minimal
spanning tree as it was described for choosing €. As emphasized in [22], there does not
exist any rule of thumb for choosing the parameters that is based on a firm theoretical
ground.

After this preparation, the algorithm focuses on the (graph) Laplacian matrix

L=D-WwW

with the degree matrix

D= {dij }Z/'=1
S| i)
/ 0 otherwise.

A new matrix U is defined with the help of L by taking K linearly independent vectors
ui, ..., ux of the eigenspaces corresponding to the K smallest eigenvalues (counted with
multiplicity) and taking them as the columns of U € R"*K, The last step consists of
clustering the n rows y; € RX of U with the k-means algorithm into K clusters. Since
each row y; corresponds to a data point x;, this induces a clustering of X'.
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The transformation of the data points x; to y; allows the identification of non-convex
clusters like rings. At first glimpse, it is not clear how this approach should work at all.
Luxburg motivates it as the solution of a relaxed graph cut problem and finds analogies to
a random walk as well as perturbation theory [22]. Though we can only rigorously prove
some theorems like the relation of zero-eigenvalues of L to the number of connected
components in G, spectral clustering seems to be a valid clustering technique.

The eigenvalue decomposition is the main factor regarding the computation time and
renders this approach useless for very large data sets. A thin eigenvalue decomposition
of a large matrix is usually computed with an iterative method like the Lanczos algo-
rithm [24]. Its computational complexity depends on the number of iterations needed
during the iterative procedure which again depends on the gap between the eigenvalues
of the matrix [25]. Though no computational complexity can be given for spectral clus-
tering in general, it takes at least as long as k-means discussed in the “K-means clustering”
section—since k-means is the last step in the algorithm—but should be much higher in
practice due to the eigenvalue decomposition. Parallelization of the algorithm [26] and
out-of-sample treatment via the Nystrom method [27] on sparse grids [28] are newer
approaches to reduce the computational complexity. The memory consumption can be
another drawback since W is only a sparse n x n matrix if the parameters € and [ are
chosen small enough in the creation of the similarity graph.

Methods to predict the number K of clusters exist—both for general clustering algo-
rithms and spectral clustering in particular. They are summarized in [22]. As discussed
in the introduction of the “Clustering” section, the structure of the data which should be
identified by a clustering algorithm depends on the expectation of the user. Thus, there
cannot exist any general rule for how to choose K.

Preprocessing

In [11,12], a method was developed to cluster (finite element) nodes with different moving
patterns and intensity across several simulations with small variations in the thickness of
the sheet metal. In the end, the clusters were used to analyze the presence of bifurcations.
We will present their method in a slightly new setting, define some quality criteria, judge
the current approach and improve it.

Let there be R simulation runs with small variations in the parameters of a model with
N nodes. The position of node # at time ¢ in simulation r is depicted as pg,r)(t) € R3, After
choosing an appropriate time frame [ty, ¢;], the displacement of node # in simulation r is
defined as

dy) = IpP (1) — p (o) (4)
and collected in the vector

X = (df}), o d,gR>) (5)

for each node n. Therefore, a vector x,, € RX is assigned to each node n. The nodes can
now be grouped by clustering the corresponding set X' = {xn}f;[=1 with an algorithm of
choice like k-means or spectral clustering, which are both described in the “Clustering”
section.
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This method is applied to the frontal crash described in the “Setting” section. For a
better understanding, we first consider a simplification shown in Fig. 3: A beam consisting
of four nodes impacts a rigid wall, which is rotated by an angle of @ compared to an
orthogonal contact. This simulation is repeated two times (R = 2) with angles ) = 20°
and «® = —15° and the displacements dﬁ,r) plotted for each simulation in Fig. 3c. We will
call such a plot displacement plot in the following. The red node has a higher displacement
in the first simulation due the larger angle. Hence, it is located below the diagonal Re with

e = (1, 1) in the displacement plot.

Quality of clusters and nonlinear behavior

There needs to be a criterion to judge the quality of the clustering after the preprocessing
described above. In [11], model reduction was applied to each cluster. Since no new simu-
lations were done with a reduced system, this approach can be seen as data compression.
Thus, the reconstruction error resulting from the projection on the subspace spanned by
each cluster was a valid criterion to judge the quality in that case. This is, however, not
true in our case. In this article, the clustering should be used for the model reduction of
subsequent simulation runs with other parameters that were not part of the training data.
Therefore, the real error resulting from the model reduction can only be judged after sim-
ulating the reduced model. Otherwise, there would not be any new data but only training
data to assess the quality of the clustering and reduction. Error estimators or error bounds
can also be useful, though they are not available for every reduction method.

So-called objective measures only rely on the data itself to rate the quality of a cluster,
see [29,30] for examples. Usually structural data like the cluster density or the separation
between clusters is taken into account. While objective measures can be useful for assess-
ing the quality of clusters in general, they are likely not equivalent to the expectations of
the user since these expectations can vary a lot as discussed in the “Clustering” section.
The other group of cluster indicators are subjective measures that take a specific user
expectation into account. In the next section, we define several new subjective measures
to assess the nonlinear behavior of a crash.

Before defining the measures, it is of importance to know the sources of nonlinear
behavior. According to [31], the reasons for nonlinearities in mechanics lie in the

r=1,a =20°
t=1t

(a) (b)

Fig.3 a Asimplified crash scenario of a beam against a wall rotated by an angle of «. b Two simulation runs
for different angles. ¢ Resulting displacement plot for the two simulations
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+ Geometry, e.g., large deformations, bifurcation or snap-through;
+ Physics (material laws), e.g., plasticity;
» Boundary conditions, e.g., contact.

We will only focus on the first source of nonlinear behavior since it is most accessible for
our data-driven approach.

Measures

In order to quantify the nonlinear behavior, we define measures based on the deformation

and scatter of the nodes. It has been seen that the diagonal of the displacement plot

represented by the vector e := (1, ..., 1) € R plays a fundamental role in the analysis.
With simple geometry, the deformation

(x e)
llell

D(x) ==

of a vector x € X can be defined as the length of the orthogonal projection onto the
diagonal Re. This definition of deformation is motivated by the mechanical analog but is
not equivalent, as can be seen later. Throughout this article, it is assumed that only the
data pg,r)(tg) and p;r)(tl) is available for every node # and simulation run r.

The distance from « to its orthogonal projection is called (absolute) scatter since it

reflects the difference across the simulation runs. It can be calculated by

535 (x) == V/|lx||12 — D(x)2

The higher $2bs(x,.), the more the displacement of node # differs in each of the R simula-
tions.

The relative scatter S™, i.e., the absolute scatter divided by the deformation, is more
important. Since all relative measures tend to be sensitive when the denominator is rela-
tively small, we only define the relative scatter for nodes with a deformation above 2 % of

the maximum deformation in the overall model:

Dnax(Y) == maxxe)fD(x) fory c X

abs
Srel(x) o SD(,E;C) lfD(x) > %Dmax(-)();
55 Dmax(X).

0 if D(x) < 155D

These measures can now be applied for all nodes in one cluster by averaging. The mean
deformation of a cluster Cy is given as

1
Drean(Cy) = —— D
(€)= &1 > D)

xeCk

and the mean relative scatter ST, as

1
errian(ck) = |C_k| Z Srel(x)‘

xeCy

A cluster with high Dpyeapn represents nodes with large deformation which can be a sign of

nonlinear behavior as discussed above. If a cluster has a high relative scatter S™._, then

mean’
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the nodes in this cluster have different displacements throughout all R simulations which
is an indication of chaotic behavior.

Analysis of the preprocessing

While the quality of the clustering was only judged with the experience of engineers
in [11], we are now able to assess the simulation scenario described in the “Setting”
section for the Taurus with the measures Dpean and S'. = defined above. We choose
[f0, t1] = [100, 1000] ms as the smallest time interval covering the complete crash. The
Taurus has an initial velocity of 56 km/h (35 mph). It is approaching a rigid wall that has
an angle o of 5°, 6° or 7° to the perpendicular axis in each of R = 3 simulations. The crash
scenario is the same as shown in Fig. 3a but with the full Taurus model instead of the beam.
R > 3 is of course possible and recommended but would prevent a visual analysis of the
R-dimensional displacement plot. For the purpose of this article, it is more important
to see properties of the different methods in the plots instead of choosing a higher R.
High relative scatter resulting from these small parameter variations is an indicator for
chaotic, therefore, nonlinear behavior. For now, we will choose k-means as clustering
algorithm with K = 3 clusters for simplicity. This is already enough to show some major
disadvantages, which can be seen in Fig. 4 in the displacement plot. The corresponding
clustering of the crossmember (as a snapshot of the simulation for t = ¢; and r = 1) is
shown in Fig. 5. The crossmember will always be shown for ¢1, i.e., after the crash. Each
color represents a cluster and the red line in the displacement plot shows the diagonal Re
already known from Fig. 3c. Units on the axes of the displacement plot and the view of
the crossmember are always in mm.

First of all, all entries dﬁ,r)

of every vector x,, are above a lower bound of 899 mm. This
can be explained with the rigid body movement of the car. Even though the first time step
tp was chosen to be the beginning of the crash, i.e., the car is in contact with the wall,
the crossmember still has some distance to the wall, see Fig. 2 on the left. Therefore, the

norm in Eq. (4) is dominated by the x-component, the driving direction of the car. The

Dean [mm]

1103
1172
°1239
[ 500
dy
0

S0 400
- 1
0 0 d\

Fig.4 Original method from [11] (displacement plot). All nodes have a high d,({) caused by rigid body
movement
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w‘ Dmean [mm)]
1103
1172
01239

—500_500

Fig.5 Original method from [11] (crossmember)

displacements in the other two directions have no significant influence on dﬁ,r). Since this
error is introduced in the beginning of the workflow, it persists in the clustering algorithm,
which clusters the nodes by rigid body movement instead of (mechanical) deformation.
Figure 5 also supports the hypothesis that the clustering of the nodes only depends on the
x-coordinate: The nodes in the rear of the crossmember belong to the cluster with the
highest deformation since their movement is decelerated the least.

Another problem lies in the distribution of the vectors x. They do not form any natural
clusters in Fig. 4, hence clustering algorithms uncontrollably divide the nodes in three
more or less connected sets. This questions the purpose of clustering as explained in the
“Clustering” section and asks for alternatives.

In this example, we have arbitrarily chosen K = 3. There are a few techniques to guess
the number of clusters beforehand, but only if there exist any (natural) clusters in the data
which is not the case here. Choosing K = 2 and just assuming that one cluster represents
linear and the other nonlinear behavior will not suffice. Additionally, the mapping of the
clusters to the (non)linear area is unclear without any of the measures that are proposed
in this article.

Improvements to all these disadvantages will be given in the following.

Improvements
After preliminary work of more theoretical nature and notation, it is now possible to
describe and analyze some improvements developed by the authors.

Elimination of rigid body movement

By choosing [, £1] = [100, 1000] ms as the smallest time interval covering the complete
crash in the “Analysis of the preprocessing” section, we have already reduced the impact
of the rigid body movement. Bohn et al., instead, looked at different time steps including
the full simulation, cf. [11].

In order to eliminate the rigid body movement as much as possible, a reference node is
chosen in the back of the crossmember where the least deformation is expected. Let py (£)
be the position of this node for every time ¢. The definition (4) of the displacement is now
substituted by

df) = || @ @) - ) - (pr(®) — pr()| ©

for the remainder of this article. All following and former terms like (5) will use this new
definition from now on.
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Applying the new definition of displacement to the crossmember leads to much better
results depicted in Fig. 6. The bending of the two arms of the crossmember in z-direction
is identified correctly by assigning these nodes to the cluster with the highest mean defor-
mation. Dpean is now one order of magnitude smaller, representing the actual mechanical
deformation of the respective cluster much better.

One could think that shifting the nodes in Fig. 4 to the origin would lead to the same
result as subtracting the rigid body movement. This is not true since the above subtraction
mostly effects the x-coordinate of p as the major direction of the rigid body movement
resulting in an equal weighting of all three spatial coordinates in (6). Therefore, not only
the position of the nodes in the left of Fig. 6 moved to the origin, but the formation
of the nodes also changed significantly. On top of that, a simple translation of the nodes
would not have influenced the k-means clustering algorithm anyway since only the relative
positions are important for k-means.

With this improvement, it is now worth a try to replace k-means by the presumably
superior spectral clustering. Figure 7 was created with the /-nearest neighbor graph with
o chosen as the length of the longest path in a minimal spanning tree and / = log(N)
respectively as described in the “Spectral clustering” section. In comparison with k-means
in Fig. 6, it can be seen that spectral clustering is not restricted to convex sets. Thus,
the cluster with the smallest mean deformation in the displacement plot of Fig. 7 now
includes the “small arm” on the right. From a mechanical point of view, it is doubtful
whether this is an improvement. In general, spectral clustering should be superior to
k-means clustering but the increased number of input parameters like o, €, [ leads to a
greater spectrum of possible results. Simply changing o to 1 in the above example results
in an unusable clustering. This again shows that clustering algorithms like k-means and
spectral clustering should only be used in the presence of natural clusters. The calculation
time of spectral clustering is 2 s (additional 10 s for the minimal spanning tree) compared
to only 70 ms for k-means using MATLAB R2015b on a desktop computer (Intel Xeon
E31245 with 16 GB RAM). The new methods presented in the next section do not suffer
from these disadvantages.

Though the subtraction of the rigid body movement with the help of a reference node
already improves the clustering significantly, it can still only identify parts by their defor-

displacement plot crossmember

| 100
dy
) 50 ‘ —500-500
d; 0 o 50d5,1)

Dmean [mm]: = 49.18 © 114.5 @ 174.5 ‘

Fig.6 Elimination of the rigid body movement with a reference node and clustered with k-means
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displacement plot crossmember

| 100
dy

100

dff) 50 =0 100 —500_500

0 0 dyy

Dinean [mm]: - 53.64 ©129.1 @186.7 ‘

Fig.7 Spectral clustering with /-nearest neighbor graph. Default parameters for o and / were selected

mation behavior. But we are also interested in other sources of nonlinear behavior as
described in the “Quality of clusters and nonlinear behavior” section.

Simple alternatives for clustering
With the measures defined in the “Measures” section, it is not only possible to judge exist-
ing methods but invent new approaches that use these measures for cluster optimization.
This will ensure that the clustering algorithms fit to the measures that are used to assess
the quality. We will present several new clustering techniques in the following.
For a general approach, let M : X — R> 0 be an arbitrary function on X" representing

a measure like the deformation D or relative scatter S™. We can then define the equal
clustering with respect to M as C = {Cy}1<x<x with

o = min{M(x): x € X},

B = max{M(x): x € X'},

B—a
K
Cr=xeXy_1 <Mx) <) k=1...,K-1,

Ve =a+k- , k=0,...,K

Cx:={x € X:yx_1 < Mx) < yx).

This clustering method simply splits the nodes evenly with respect to M into K clusters
Ck-

The results for the choice M = D are presented in Fig. 8. In comparison to the clustering
depicted in Fig. 6, the border between the clusters with medium and high deformation
moved upwards, resulting in a larger cluster with medium deformation. This small dif-
ference seems more reasonable to the authors but the judgement what constitutes good
clustering will always remain an opinion as stated in the “Clustering” section.

The calculation time of 30 ms is more than halved in comparison to k-means (70 ms)
applied directly on X" since equal clustering has linear time complexity in n. One may argue
that even the 2s computation time of spectral clustering is negligible in a preprocessing
step in model reduction since the simulation time of a reduced model is higher by several
orders of magnitude. As discussed in the “Spectral clustering” section, the computational
complexity of spectral clustering scales nonlinearly in #. While k-means can scale linearly,
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displacement plot crossmember
L

—500-500

Q\ :
d? %0 > 50
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Dmean [mm]: ©49.26 ©125.7 189.7

Fig.8 Equal clustering with respect to D

displacement plot crossmember

250
500 2
0 ~ 0
y o 250
~500—500
Srel [%]: 8.4 ©37.8 061.5

Fig.9 Equal clustering with respect to scalar S

it is however not guaranteed. A full model of a car has at least 1000 times more nodes
than the crossmember discussed as an example in this contribution. Thus, the guaranteed
linear time and memory scaling of equal clustering contributes to the overall goal of giving
a design engineer fast feedback.

The case M = §™! depicted in Fig. 9 is more interesting since it is the first method that is
able to identify areas with higher sensitivity between the simulation runs—another source
of nonlinearity. This method allows us to identify the left front part of the crossmem-
ber as highly sensitive to small changes in the crash angle. The cluster with the highest
sensitivity even has a relative scatter of 61.5 % as can be seen in the changed legend of
Fig. 9.

While equal clustering of the scalar relative scatter gives valuable insight in the nonlinear
behavior of the crossmember, it can be useful to view the scatter as a vector, i.e., the
direction of the orthogonal projection of ¥ on Re relative to the deformation D(x):

8§25 (x) = — <x i> £ e RR
llell/ llell

Page 15 of 19
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Sabs(x) . 2
Srel(x) — D(x) if D(x) = W;)Dmax(/y);
0 if D) < 2 Dimax(X).

Notice the different notations: §™! for the scalar and 8™ for the vectorized relative scatter.
It is now possible to cluster the vectors {§™!(x) : # € X’} with common clustering algo-
rithms like k-means, see Fig. 10. Two almost symmetric clusters can be observed in the
displacement plot: One representing mostly nodes with AV < d? and another cluster
representing mostly nodes with d,(ql) > d,(qz). In contrast, the scatter vector §2P5(x), i.e., the
information about the dominance of one specific simulation is lost with equal clustering
with respect to $™, see Fig. 9.

Grouping

Although we have achieved a strong improvement over the original method described in

the “Analysis of the preprocessing” section, itis stillan open question which clusters belong

to the presumably linearly and nonlinearly behaving areas and how large the number K

of clusters should be chosen. We solve both problems at once by grouping the clusters.
The idea consists of choosing a high number of clusters K, selecting an appropriate

measure M from the “Measures” section like M = Dpyean or M = ngéan

and then grouping
all clusters Cy whose measure M(Cy) is below or above a threshold 7, respectively. The
threshold 7 is calculated by

Mmin := min M(Cy),
1<k<K

Mpax ;== max M(Cy), (7)
1<k<K

T = Mmin + B(Mmax - Mmin)

after choosing a parameter 0 < § < 1. The groups are then defined as

Gin = [ JI1Ck : M(Cy) < 7},
Gronlin = U{Ck :M(Ck) > 1}

displacement plot crossmember

4y 500 \ 250

. 0 0
100 0 y " 0 250
2) 50 100 —500—-500
d,; 0 o 50d§})

S rel

mean

[%]: ~7.0 ©28.0 ®31.2

Fig. 10 Clustering of vectorized §'®' with k-means
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displacement plot crossmember
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Fig. 11 Grouping of ten clusters generated by k-means with threshold § = 0.7. Gy, is shown in green and
Gnonlin in red

with the two groups Gji, and Gpoplin consisting of the nodes that are behaving presumably
linearly or nonlinearly, respectively. The parameter § controls the border between these
two groups whereupon § = 0 leads to Gy, = #. The higher §, the more vectors x will be
in Gjjp-

Figure 11 shows the result of such a grouping. First, the crossmember is clustered with
k-means like in Fig. 6 but this time into K = 10 clusters. The relative scatter of all
10 clusters is measured with M = Sf;’éan. Mpin = 3.3 % is the lowest and M.« = 66.1 % is
the highest relative scatter out of the 10 values. A parameter § = 0.7 leads to a threshold
of T = 47.3 % according to (7). Thus, the clusters with the two highest relative scatter
values ng}ean of 48.8 % and 66.06 % are grouped to Gpenlin Since their measure is above
7, and the remaining eight clusters are merged into Gjy,. The result can be examined in
Fig. 11. It should be mentioned that the grouping method found almost the same area
of high scatter as equal clustering with respect to §™, see Fig. 9, even though a different
clustering method was used.

Choosing an appropriate § and judging the resulting two groups is still a job that can only
be done by an experienced engineer but the measures from the “Measures” section help
a lot to automate this part of the workflow. The engineer can first look at the measures of
each cluster and get an idea of their range. He can then for example decide that most of
the clusters have only a low measure—which is a sign for linear behavior—and choose a
high 6 like 0.9. Another option would be that every cluster with a relative scatter higher
than 10 % should be considered to be behaving nonlinearly. Choosing § by solving (7) for
7 = 10 % will lead to that clustering. Dividing the nodes into Gy, and Gponlin Would be
impossible without the measures from the “Measures” section since the clusters from any
clustering algorithm do not have any meaning. They are not sorted or labeled in any way.
Only the measures from the “Measures” section give them a meaning like “area with high

deformation”.

Summary and outlook

It was observed that black box identification of nonlinear behavior can only be solved by
heuristics. First, measures were defined to quantify the deformation and scatter, which
correlate to nonlinear behavior. With these measures it was possible to judge improve-
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ments of existing methods. The subtraction of the rigid body movement is necessary in
the preprocessing. New methods like equal clustering, which clusters with respect to a
measure, are more robust and faster. Additionally, they can guarantee that the clustering
fits to the measures that a user wants to optimize without the need to choose any para-
meters like in spectral clustering. An optional grouping eliminates the need to estimate
the number of clusters. Overall, they all proved to be a valuable contribution in raising
the quality of the identification and matched with the experience of engineers.

The algorithms are almost ready to be applied to a full car model. The guaranteed linear
time scaling of equal clustering allows the direct application on a full car model. But this
can result in clusters that are scattered all over the model. For a later model reduction, it
is necessary that the size of the interface between linearly and nonlinearly reduced areas is
as small as possible, see [2]. Thus, the geometry of the car needs to be taken into account
during the clustering, e.g., all clusters should be connected sets.

The resulting clustering can now be used to apply certain model reduction methods
to the clusters in future work. Parts of the model that are considered to behave nonlin-
early should be reduced with nonlinear model reduction techniques, the rest with linear
methods. This approach is deemed to be advantageous over using only one reduction
method. If a crash simulation is only reduced linearly, the error would be higher since
nonlinear behavior cannot be reproduced. If nonlinear model reduction is used for the
full car model, it would lead to higher computation times due to the usually more complex
nonlinear algorithms. This needs to be proven with experiments in future work.

In this paper it was assumed that only the nodal positions are available. If the user
has access to more output data like strain or stress, the aforementioned methods can be
extended to this new data. It should also be beneficial to combine the results based on
deformation and scatter in order to take both sources of nonlinearity into account.
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