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Abstract

Although projection-based reduced-order models (ROMs) for parameterized nonlinear
dynamical systems have demonstrated exciting results across a range of applications,
their broad adoption has been limited by their intrusivity: implementing such a
reduced-order model typically requires significant modifications to the underlying
simulation code. To address this, we propose a method that enables traditionally
intrusive reduced-order models to be accurately approximated in a non-intrusive
manner. Specifically, the approach approximates the low-dimensional operators
associated with projection-based reduced-order models (ROMs) using modern
machine-learning regression techniques. The only requirement of the simulation code
is the ability to export the velocity given the state and parameters; this functionality is
used to train the approximated low-dimensional operators. In addition to enabling
nonintrusivity, we demonstrate that the approach also leads to very low computational
complexity, achieving up to 103× in run time. We demonstrate the effectiveness of the
proposed technique on two types of PDEs. The domain of applications include both
parabolic and hyperbolic PDEs, regardless of the dimension of full-order models (FOMs).

Keywords: Computational mechanics, Model reduction, Machine learning,
Low-dimensional operators, Dynamical systems

Introduction
Modern computational architectures have enabled the detailed numerical simulation of
incredibly complex physical and engineering systems at a vast range of scales in both space
and time [31]. Even with improved high-performance computing, the iterative numerical
solutions required for design and optimization may quickly become intractable; the com-
putational demands for real-time feedback control are even more challenging [11]. For-
tunately, many high-dimensional dynamical systems, such as a discretized simulation of
a fluid flow, are characterized by energetic coherent structures that evolve on an attractor
or manifold with a lower dimensional intrinsic dimension [3,6,23]. This observed low-
dimensionality has formed the basis of reduced-ordermodeling, which nowplays a central
role in modern design, optimization, and control of complex systems. Despite the grow-
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ing importance of model reduction, the challenges of nonlinearity, identifying an effective
low-dimensional basis, and multiscale dynamics have limited its widespread use across
the engineering and natural sciences [10]. A leading method for reduced-order modeling
involves the Galerkin projection of known governing equations onto a mathematical or
empirical basis, although this approach is intrusive and challenging to implement. The
leading alternative involves black-box system identification, which is purely data-driven,
but generally yields uninterpretablemodels. In this work, we investigate and compare sev-
eral emerging techniques from machine learning, i.e. applied data-driven optimization,
for non-intrusive reduced-order modeling.
Intrusive model reduction methods, based on a working and decomposable numerical

simulation of the governing equations, provide the most general and widely used set of
techniques. Foremost in this arsenal is the Galerkin projection of the governing equations
onto a low-dimensional linear subspace, usually spanned by orthogonal modes, such as
Fourier, or data-drivenmodes from proper orthogonal decomposition (POD) [3,6,23,39].
These approaches benefit from a strong connection to the underlying physics, the ability
to include constraints to enforce preservation of the underlying dynamic structure, and
adaptivity [2,15–17]. In addition, there are several extensions around hyper-reduction to
improve efficiency for systems with parametric dependence or higher order nonlinear-
ities, based on the empirical interpolation method (EIM) [5] and the discrete empirical
interpolation method (DEIM) [19]. However, these models are limited to the dynamic
terms of the governing equations and the linear projection basis may not be optimal for
capturing the dynamics. The main drawback of intrusive methods is that they are chal-
lenging to implement, requiring considerable human effort and knowledge to manipulate
the governing equations and simulation code.
In contrast to intrusive model reduction, data-driven techniques are becoming increas-

ingly prevalent, catalyzed by the increasing availability of measurement data, the lack
of governing equations for many modern systems, and emerging methods in machine
learning and data-driven optimization. Collectively, these data-driven techniques form
the field of system identification [24,33,38]. Many techniques in system identification use
regression to identify linear models, such as the eigensystem realization algorithm (ERA)
[25] and dynamic mode decomposition (DMD) [4,30,49,56]; recently, both techniques
have been connected to nonlinear systems via the Koopman operator [13,36,46]. Another
classic technique in nonlinear system identification is the NARMAX algorithm [7,28,51].
Recently, powerful techniques in machine learning are re-defining what is possible in sys-
tem identification, leveraging increasingly large datasets and more powerful optimization
and regression techniques.Deep learning, basedonmulti-layerneural networks, is increas-
ingly used to model fluid dynamics and obtain closure models [29,32,37,40,42,52,61,69].
More generally, machine learning is having a considerable impact in the modeling of
dynamical systems and physics [8,12,44,50], for example relevant work in cluster-based
reducedordermodels [26], long-short timememorynetworks (LSTMs) [58,60], andGaus-
sianprocess regression [43,59].Of particular interest are techniques basedon theprinciple
of parsimony that seek the simplest models, with the fewest terms necessary to describe
the observed dynamics [8,12,34,35,47,48,50]. For example, the sparse identification of
nonlinear dynamics (SINDy) algorithm [12] uses sparse regression to identify the few
active terms in a differential equation. The resulting models balance model complexity
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with descriptive power, avoiding overfitting and remaining both interpretable and gener-
alizable.
Data-driven techniques in system identification and machine learning are currently

being employed for advanced, non-intrusive, and reduced-order modeling, removing the
need for full-order model equations or a modifiable numerical code. Loiseau and Brun-
ton [34] extended the SINDy modeling framework to enforce known constraints, such
as energy conserving quadratic nonlinearities in incompressible flows. This so-called
Galerkin regression also enables higher order nonlinearities than are possible with stan-
dardGalerkin projection, providing effective closure for the dynamics of truncatedmodes.
Swischuk et al. [54] develop parametricmodels between input parameters and PODcoeffi-
cients for physics andengineeringproblems, comparingmany leadingmethods inmachine
learning. Peherstorfer and Willcox [41] develop time-dependent reduced order models
for partial differential equations, by non-intrusively inferring the reduced-order model
operator output as a function of initial conditions, inputs, trajectories of states, and full-
order model outputs, without requiring access to the full-order model. They prove that
for dynamics that are linear in the state or are characterized by low-order polynomial non-
linearities, the ROM converges to the projection of the FOM onto a low-order subspace.
Carlberg et al. [18] propose dimensionality reduction on autoencoders to learn dynamics
for recovering missing CFD data. Other non-intrusive ROMs have been developed based
on neural networks [22,27,62,63,68], sparse autoencoders [21], radial basis functions [66],
and kernelmethods [57,65]. Hybridmethods are also promising, for example bymodeling
the error of a Galerkin model to produce closures [67].
Despite the considerable recent progress in leveraging machine learning for non-

intrusive reduced-order modeling, current approaches still have a number of short-
comings. First, many methods are limited to low-order polynomial nonlinearities. All
of the above approaches learn the low-dimensional operators from full-system trajecto-
ries, which is expensive and limits the predictive accuracy, as the ROM trajectory is likely
to quickly deviate from the full-system trajectory. Current methods also have limited con-
sideration for stability and the interplay between regressionmethods and time integration
has not been explored. Finally, current approaches do not provide a framework for model
selection, as each method will likely be best suited to a different problem class.
In this work, we continue to develop and explore machine learning techniques for

non-intrusive model reduction, addressing many of the shortcomings described above.
In particular, we develop and compare numerous leading techniques in machine learn-
ing to produce accurate and efficient reduced order models. We focus primarily on the
class of Galerkin projection models, although these approaches may be extended to more
general models. To study the dynamical system in the latent space, we map from the
low-dimensional state at the current time instance to the next, in explicit or implicit
time integration schemes. We investigate a variety of regression models for the map-
ping, including k-nearest neighbors [1], support vector regression [53], random forest [9],
boosted trees [20], the vectorial kernel orthogonal greedy algorithm (VKOGA) [64,65] and
SINDy [12]. In the following, we explicitly consider stability and explore the connection
between various regression methods and their suitability with different time integration
schemes; for example, non-differentiable machine learning models are only amenable to
explicit time integration. We also explore the modeling procedures of varying complexi-
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ties on two examples, the 1D Burgers’ equation and the 2D convection–diffusion equation
using both explicit and implicit time integrators.

Problem formulation
General nonlinear dynamical systems

This work considers parameterized nonlinear dynamical systems characterized by the
system of nonlinear ODEs

ẋ = f (x; t,μ) (1)

x(0;μ) = x0(μ), (2)

where t ∈ [0, T ] denotes time with T ∈ R+ representing the final time, x ∈ R
N denotes

the state,μ ∈ D ⊆ R
p denotes the system parameters, x0 : D → R

N is the parameterized
initial condition, and f : RN × R+ × D → R

N denotes the velocity.

Galerkin projection

We assume that we we have low-dimensional trial-basis matrix V ∈ R
N×n
� (with n � N )

computed, e.g., via proper orthogonal decomposition (POD), such that the solution can
be approximated as x(t,μ) ≈ x̃(t,μ) = x̄(μ) + V x̂(t,μ) ≈ x with x̂ ∈ R

n denoting the
reduced state. Then, the Galerkin ROM can be expressed as

˙̂x = V T f (V x̂, t;μ), (3)

x̂(0) = V Tx0 (μ) . (4)

Critically, note that the ROM is defined by the low-dimensional mapping

fr : (ŷ, τ ; ν) �→ V T f (V ŷ, τ ; ν) (5)

: Rn × R+ × R
p → R

n. (6)

The reduced velocity fr is thus simply a function that maps the reduced state and inputs
to a low-dimensional vector. Thus, we can rewrite Eq. (3) as

˙̂x = f̂r(x̂, t;μ) (7)
However, this approach is intrusive to implement in computational mechanics codes, as
it requires querying the full-order model code to compute f (V x̂, t;μ) for every instance of
x̂ and μ encountered during the ROM simulation; without hyper-reduction (e.g., DEIM
or gappy POD), it is also computationally expensive, as computing V T f given f incurs
O(Nn) flops. Even if hyper-reduction is present, however, the approach remains intru-
sive, as sampled entries of the velocity must be computed for every instance of x̂ and μ

encountered during the ROM simulation. Depending on the complexity of the system
trajectories, one can choose n to balance the accuracy and computational speedup.

Regression-based reduced operator approximation
This section outlines learning the low dimensional operator through regression methods.
We commence describing the general formulation of the framework in “Mathematical
formulation” section, and then “Surrogate ROM” section discusses the proposed regres-
sion models and their computational complexity. In “Error analysis” section, we derive
the boundedness and stability of of the approximated discrete-time dynamical system.
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Mathematical formulation

The objective is to develop a data-driven, non-intrusive approximation to the reduced
velocity with reduced-order models of different dynamical systems. fr . In particular, we
aim to devise an approximate mapping

f̂r : Rn × R+ × R
p → R

n. (8)

such that

f̂r(x̂, t;μ) ≈ fr(x̂, t;μ), ∀(x̂, t;μ) ∈ R
n × R+ × R

p. (9)

As the domain and codomain of f̂r exhibit no specialized structure, we can consider
general high-dimensional regression techniques (e.g., kernel regression, random forest
regression).
Similar to Eq. (7), the reduced order model is given by

˙̂x = f̂r(x̂, t;μ), (10)

with the initial condition

x̂(0) = V Tx0 (μ) . (11)

We assume that the sequences of reduced velocity fr can be studied from the Markovian
discrete-time dynamical system

x̂j+1 = g(x̂j ,μ), j = 0, . . . , Nt , (12)

for discrete-time velocity g : R
n × R

p → R
n. If such a reduced velocity exists and

we can compute the operator, the whole time sequence of the reduced states can then
be estimated from Eq. (12) by specifying the initial (reduced) state. By considering the
mapping between the current reduced state and the next, we cast the problem into a set
of regression models.

Surrogate ROM

In this work, we collect the reduced states from the Galerkin projection as in “Galerkin
projection” section and approximate the operator g by regressing each component of the
reduced velocity. To be specific, we construct individual regression ĝi ≈ gi for i = 1, . . . , n,
the ith equation of g is:

x̂j+1
i = ĝi(x̂j ,μ), j = 0, . . . , Nt , i = 1, . . . , n, (13)

where x̂ = [x1 . . . xn] and g = [g1 . . . gn]. Equation (13) shows that we can map the
reduced state at time step x̂n to each component of the state at the next time step x̂j+1

i for
j = 0, . . . , Nt − 1.
In the offline stage, we obtain training data from the existing Galerkin projectionmodel.

By querying both features (x̂j) and responses (x̂j+1
i ) at every time instance, we generate a

data set Ttrain,i = (x̂j , x̂j+1
i ) for model training and cross validation.

We consider a variety of conventional statistical models, including support vector
regression (SVR) with kernel functions (Gaussian, polynomials) [53], tree-based methods
(boosted decision trees [20], random forest [9]) and k-nearest neighbors [1], for regressing
the feature-response pairs. Three types of kernel functions are explored in SVR. Specif-
ically, we refer to the SVR model using the 2nd, 3rd order polynomial kernel as SVR2,
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SVR3 respectively. When the Gaussian radial basis function (RBF) kernel is used, we
refer to the model as SVRrbf. In addition, we investigate the vectorial kernel orthogonal
greedy algorithm (VKOGA) and Sparse identification of nonlinear dynamics (SINDy) as
advanced regressionmodels. More details of VKOGA and SINDy can be found in “Special
regressionmodels” section.Wecompare the computational complexity of all the proposed
regressionmodels in “Special regressionmodels’ section’. For all the candidatemodels, we
employ cross validation to optimize the hyperparameters for model selection, aiming for
a balanced bias and variance. We also explore the training and validation error as varying
the number of samples in “Cross-validation and hyperparameter tuning” section, and we
select a fixed sample size for performance comparison between models.
For time integration along the trajectory of the dynamical system, we investigate the

appropriate time step for each regression model. We implement the 4th-order Runge–
Kutta as the explicitmethod, as well asNewton–Raphson and fixed-point iteration both in
backward Euler as the implicit methods. We report the numerical results, with respect to
the Galerkin reduced-order model (ROM) and the full-order model (FOM) as a function
of time in “Numerical experiments” section.

Error analysis

Assuming the considered regression model generates bounded in reduced space, we
examine the boundedness of the surrogate FOM on the time evolution of the states
along the trajectory. Let Jt = [0, T ] denote the time domain, Jμ ⊂ R

p be a compact
space of μ, x : Jt → R

n denote the state variable, and f (x, t;μ) be the vector field. Let
fr(ŷ, t;μ) = V T f (V ŷ, t;μ) represent the Galerkin reduced vector field. Let x̂(t) denote an
approximate reduced vector field constructed by amachine learningmethod and f̂r(x̂, t;μ)
be the corresponding vector field.
The error of the reduced model can be defined as e(t) := x̃(t) − x(t). Let P = VV ∗. Let

eo(t) := (In − P)e(t), which denotes the error component orthogonal to range (V ), and
ei(t) := Pe(t), which denotes the component of error parallel to range (V ). Let x̃ := Px
denote the direct projection of x. Thus, we have

eo(t) = x̃(t) − x(t). (14)

However, since the system is evolutionary with time, further approximations of the
projection-based reduced model result in an additional error ei(t), and we have

ei(t) = V x̂(t) − x̃(t). (15)

Although ei(t) and eo(t) are orthogonal to each other, they are not independent.

Lemma 1 Consider the dynamical system as Eq. (1) over the interval t ∈ J and μ ∈ Jμ.
Suppose f (x, t;μ) is a uniformly Lipschitz function of x with constant K and a continuous
function of t for all (x, t,μ) ∈ Bb(x0) × Jt × Jμ. Suppose f̂r(x̂, t;μ) is a uniformly Lipschitz
function of x̂ and a continuous function of t for all (x, t;μ) ∈ Bb(x0) × Jt × Jμ. Suppose
the data-driven approximation satisfies ‖f̂r(x̂, t;μ)−V ∗f (V x̂, t;μ)‖ ≤ C for all (x̂, t,μ) ∈
Bb(x̂(×0)) × Jt × Jμ. Then the error e(t) = x̂(t) − x(t) in the infinity norm for the interval
Jt is bounded by

‖e‖∞ ≤ eKT ‖eo‖∞ + eKT
∥
∥ei(0)

∥
∥ + C

K
(eKT − 1) (16)
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Proof For notation simplification, we fix μ and do not explicitly denote it in vector fields.
Substituting Eqs. (1), (10) into the differentiation of eo(t) + ei(t) = V x̂(t) − x(t) yields

ėo + ėi = V f̂r(x̂, t) − f (x, t). (17)

Left multiplying Eq. (17) by P and recognizing that PV = V gives

ėi(t) = V f̂r(x̂, t) − Pf (x, t)

= V f̂r(x̂, t) − Pf (V x̂, t) + Pf (V x̂, t) − Pf (x + eo, t) + Pf (x + eo, t) − Pf (x, t)

= V (f̂r(x̂, t) − V ∗f (V x̂, t)) + P(f (x + eo + ei, t) − f (x + eo, t))

+ P(f (x + eo, t) − f (x, t))

Using this equation by expanding ‖ei(x + h)‖ and applying triangular inequality yields

‖ei(t + h)‖ = ‖ei(t) + hėi(t)‖ + O(h2)

≤ ‖ei(t)‖ + ‖hV (f̂r(x̂, t) − V ∗f (V x̂, t))‖ + ‖hP(f (x + eo + ei, t)

− f (x + eo, t))‖ + ‖hP(f (x + eo, t) − f (x, t))‖ + O(h2)

≤ ‖ei(t)‖ + h‖V ‖ · ‖f̂r(t, x̂) − V ∗f (V x̂, t)‖ + h‖P‖ · ‖f (x + eo + ei, t)

− f (x + eo, t)‖ + h‖P‖ · ‖f (x + eo, t) − f (x, t)‖ + O(h2).

Using ‖V ‖ = ‖P‖ = 1 and ‖f̂r(t, x̂) − V ∗f (t,V x̂)‖ ≤ C , the last inequality gives

‖ei(t + h)‖ ≤ ‖ei(t)‖ + hC + h‖f (x + eo + ei, t) − f (x,+eo, t)‖
+ h‖f (x + eo, t) − f (x, t)‖ + O(h2).

Rearranging this inequality and applying the Lipschitz conditions gives
‖ei(t + h)‖ − ‖ei(t)‖

h
≤ K‖ei(t)‖ + K‖eo(t)‖ + C + O(h).

SinceO(h) can be uniformly bounded independent of ei(t), using the mean value theorem
and letting h → 0 give

d
dt

‖ei(t)‖ ≤ K‖ei(t)‖ + K‖eo(t)‖ + C.

Rewriting the above inequality into integral form,
∥
∥ei(t)

∥
∥ ≤ α(t)+K

∫ t
0 ‖ei(τ )‖dτ , where

α(t) := ∥
∥ei(0)

∥
∥ + K

∫ t
0 ‖eo(τ )‖dτ + Ct, and using Gronwall’s lemma, we obtain

∥
∥ei(t)

∥
∥ ≤ α(t) +

∫ t

0
α(s)K exp

(∫ t

s
Kdτ

)

ds.

Bydefinition,‖eo‖∞ ≥ ∥
∥eo(t)

∥
∥ for any t ∈ Jt . It follows thatα(t) ≤ ∥

∥ei(0)
∥
∥+Kt ‖eo‖∞+Ct.

Simplifying the integral of the right-hand side of the above inequality gives

‖ei(t)‖ ≤ (eKt − 1)
(

‖eo‖∞ + C
K

)

+ eKt‖ei(0)‖,

for any t ∈ Jt . If follows that

‖ei‖∞ ≤ (eKT − 1)
(

‖eo‖∞ + C
K

)

+ eKT‖ei(0)‖,

Combining the above inequality with ‖e‖∞ ≤ ‖ei‖∞ + ‖eo‖∞, one can obtain Eq. (16). ��
Remark The above lemma provides a bound for ‖ei(t)‖ in terms of ‖eo‖∞ and ‖ei(0)‖.We
have

∥
∥ei(0)

∥
∥ = 0 when the initial condition of the reduced model is given by x̂(0) = V ∗x0

for Eq. (10). In this situation, Eq. (16) becomes ‖e‖∞ ≤ eKT‖eo‖∞ + C
K (eKT − 1).
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Numerical experiments
To assess the proposed non-intrusive ROM, we consider two parameterized PDEs: (i) 1D
inviscid Burgers’ equation, and (ii) 2D convection–diffusion equation. We implement
explicit integrator, including 4th-order Runge–Kutta solvers, and Newton–Raphson,
fixed-point iteration in backward Euler as the implicit methods.

1D Burgers’ equation

The experiment first employs a 1D parameterized inviscid Burgers’ equation. The input
parameters μ = (a, b) in the space [1.5, 2] × [0.02, 0.025]. In the current setup, the
parameters for online test are fixed to be μ = (1.8, 0.0232). In the FOM, the prob-
lem is often solved using a conservative finite-volume formulation and Backward Euler
in time. The 1D domain is discretized using a grid with 501 nodes, corresponding to
x = i × (100/500), i = 0, . . . , 500. The solution u(x, t) is computed in the time inter-
val t ∈ [0, 25] using different time step sizes considering the convergence in each time
integrator.

∂u(x, t)
∂t

+ 1
2

∂(u2(x, t))
∂x

= 0.02ebx, (18a)

u(0, t) = a,∀t > 0, (18b)

u(x, 0) = 1,∀x ∈ [0, 100]. (18c)

The solution u(x, t) is computed in the time interval t ∈ [0, 25] using a uniform computa-
tional time-step size Δt.

Data collection

We investigate time step verification on choosing an appropriateΔt of the time integrator
for the problem. We collect the solutions under an increasing number of time stepsNt =
[25, 50, 100, 200, 400, 800, 1600, 3200, 6400] using both Runge–Kutta as well as backward
Euler integrator. Throughout the paper, we select the time step at 99% of the asymptotic
rate of convergence. The verification results in Fig. 1 show that Nt = 200 is a reasonable
number of time steps to use for the 4th-order Runge–Kutta and Nt = 800 for backward
Euler method. During the offline stage, we run four full simulations corresponding to
the corner parameters of the space [1.5, 2] × [0.02, 0.025]. Then, we sample the training
data from Latin-hypercube. In the sampling,Ntraining andNvalidation instances of the state,
time and parameters are generated following the criterion that the minimum distances
between the data points aremaximized. For this study, the default size of the training set is
Ntraining = 1000 and the default size of the validation set isNvalidation = 500. The reduced
vector field fr is computed for each input pairs (x̂, t;μ). Note that both the training and
validation stage only involves pure machine learning. Then in the test stage, we evaluate
the proposed ROM. The parameters are fixed to be μ = (1.8, 0.0232) for testing purpose.

Model validation

We use SVR with kernel functions (2nd, 3rd order polynomials and radial basis function),
kNN, Random Forest, Boosting, VKOGA, and SINDy as regression models to approxi-
mate reduced velocity. In particular, for each regression method, we change the model
hyperparameters and plot the relative training error and validation error. The relative
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Fig. 1 Timestep verification for 1D inviscid Burgers’ equation: a backward-Euler integrator: we select a time
step of 3.12e-2, as it leads to an approximated convergence rate of 1 and an approximated error of 4e-4 for
the selected state; b Runge–Kutta: we select a time step of 1.25e-1, as it leads to an approximated (< 1%
error) convergence rate of 4 and an averaged approximated error of 6e-5 for the selected state

error (continuous-time model) is defined by

err = ‖f̂r(x̂, t;μ) − fr(x̂, t;μ)‖
‖fr(x̂, t;μ)‖ . (19)

We then plot the learning curve of each regressionmethod and compare the performance
of each model on training and validation data over a varying number of training instances
in “Cross-validation and hyperparameter tuning” section. By properly choosing the hyper-
parameters and the number of training instances, our regression models can effectively
balance bias and variance.

Simulation of the surrogate ROM

We can now solve the problem using the surrogate model along the trajectory of the
dynamical system. After applying time integration to the regression-based ROM,we com-
pute the relative error of the proposed models as a function of time. We investigate both
Newton–Raphson, fixed-point iteration in backward Euler and 4th-order Runge–Kutta
in explicit methods. Let x(t), x̂b(t) and x̂(t) denote the solution of the FOM, the Galerkin
ROM, and non-intrusive ROMs respectively. We define the relative error with respect to
FOM eFOM(t) and Galerkin ROM eROM(t) as

eFOM(t) = ‖(V x̂(t) − x(t))‖
‖x(t)‖ , (20)
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Fig. 2 Backward Euler for 1D inviscid Burgers’ equation: time evolution of relative error: a eFOM(t) in FOM; and
b eROM(t) in ROM

Fig. 3 Pareto frontier of relative error with respect to the relative running time using backward Euler for 1D
inviscid Burgers’ equation: a eFOM vs. τFOM in FOM; b eROM vs. τROM in ROM

eROM(t) = ‖(x̂(t) − x̂b(t))‖
‖x̂b(t)‖ . (21)

The corresponding averaged relative error over the entire time domain eFOM and eROM
can be computed as

eFOM = 1
T

∫ T

t=0
eFOM(t)dt, (22)

eROM = 1
T

∫ T

t=0
eROM(t)dt. (23)

Let tFOM , tROM , and τ denote the running time of FOM,Galerkin ROM, and non-intrusive
ROM respectively. Define the relative running time with respect to the FOM and the
Galerkin ROM:

τFOM = τ

tFOM
, (24)

and

τROM = τ

tROM
. (25)

The following are the simulation results from backward Euler method with Nt = 800.
Figure 2 plots the state-space error with respect to the FOMandROMusing the backward
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Table 1 Comparison of different machine learning methods using backward Euler methods for 1D
inviscid Burgers’ equation: Newton’s method (N); fixed-point iteration (FP)

Method Online running time (s) R Err (w.r.t. FOM) R Err (w.r.t. Galerkin)

SVR 2 FP 93.365 0.0346 1.62e−4

SVR 2 N 53.772 0.0346 1.62e−4

SVR 3 FP 102.873 0.0346 1.02e−5

SVR 3 N 78.935 0.0346 1.02e−5

SVR rbf FP 104.349 0.0353 8.12e−3

SVR rbf N 104.548 0.0353 8.12e−3

Random Forest 374.201 0.0756 0.0638

Boosting 587.473 0.0980 0.0873

kNN 1.108 0.0558 0.0427

VKOGA FP 2.505 0.0365 0.0122

VKOGA N 1.217 0.0365 0.0122

SINDy FP 0.534 0.0346 4.36e−5

SINDy N 0.373 0.0346 4.36e−5

Galerkin 0.942 0.0346 0

The running time of FOM and Galerkin is 3.886s and 0.942s respectively
Bold values indicate the models selected with smallest online running time, or relative error w.r.t. FOM and/or ROM

Euler integrator. As validation results predict, SVR3 and SINDy behave better than the
other models, achieving a relative ROM error below 1e-4 over the entire time domain,
and the relative error in terms of FOM is well bounded. Figure 3 plots the Pareto frontier
error as a function of the relative running time using the backward Euler integrator. For
differential models, the relative time is calculated using the less expensive approach, i.e.
Newton’s method. By comparison, SINDy requires much less relative time than SVR3,
at a comparable level of relative error in both FOM and ROM. Table 1 summarizes (i)
online running time of all methods, (ii) mean time-integrated error with respect to the
FOM, and (iii) mean time-integrated error with respect to ROMs using the backward
Euler integrator. For differentiable models, we compare the computational time of both
Newton’s method and fixed point iteration in backward Euler. For those models that are
non-differentiable, i.e. random forest, boosting and kNN, only the running time of the
fixed-point iteration method is reported. All the ROM and FOM solutions are computed
at the verified backward Euler time step Δt = 3.12e-2. Note that the non-intrusive ROM,
e.g. SINDy with Newton’s method can accelerate the solver by 10.4× relative to the
FOM and 2.5× compared to the Galerkin ROM at a relative error of 0.0346 and 4.36e-5
respectively.
We examine simulation results from 4th-order Runge–Kutta method with Nt = 200.

Figure 4 shows the state-space error with respect to the FOM and ROMusing the Runge–
Kutta integrator. SVR2, SVR3 and SINDy have a comparable performance, and result in a
bigger ROM error relative to the backward Euler solver.We notice that the random forest
model begins to diverge after t > 10 in the explicit scheme. This can be explained by the
corresponding performance in model evaluation in “Special regression models” section.
Figure 5 plots the Pareto frontier error with respect to the relative running time using
the backward Euler integrator. VKOGA has the smallest relative time in both the FOM
and ROM comparison. SINDy requires slightly more running time while the accuracy
outperforms VKOGA. Table 2 shows the online running time of all methods, the mean
time-integrated error with respect to the FOM, and the mean time-integrated error with



Bai et al. Adv. Model. and Simul. in Eng. Sci.           (2021) 8:28 Page 12 of 24

Fig. 4 Runge–Kutta for 1D inviscid Burgers’ equation: time evolution of relative error: a eFOM(t) in FOM; and b
eROM(t) in ROM

Fig. 5 Pareto frontier of relative error with respect to the relative running time using 4th-order Runge–Kutta
for 1D inviscid Burgers’ equation: a eFOM vs. τFOM in FOM; b eROM vs. τROM in ROM

Table 2 Comparison of different machine learning methods using 4th-order Runge–Kutta for 1D
inviscid Burgers’ equation

Method Online running time (s) R Err (w.r.t. FOM) R Err (w.r.t. Galerkin)

SVR 2 1.854 0.0309 2.42e−3

SVR 3 1.744 0.0310 2.42e−3

SVR rbf 1.773 0.0321 5.03e−3

Random Forest 6.513 0.0817 0.0726

Boosting 10.076 0.0904 0.0858

kNN 0.244 0.0467 0.0336

VKOGA 0.058 0.0353 0.0164

SINDy 0.063 0.0310 2.42e−3

Galerkin 0.194 0.0304 0

The running time of FOM and Galerkin is 0.401s and 0.194s respectively
Bold values indicate the models selected with smallest online running time, or relative error w.r.t. FOM and/or ROM

respect to the Galerkin ROM using the Runge–Kutta solver. For a fair comparison, all the
ROM and FOM solutions are computed at the verified Runge–Kutta time step as selected
in Fig. 1b. The results show that SVR basedmodels, e.g. SVR2 and SVR3, yield the smallest
relative errors, however the computational cost is more expensive than the FOM. Note
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Fig. 6 Solution profile of 2D convection–diffusion equation, u(x, y, t = 2) with input parameter
μ1 = μ2 = 9.5

that the non-intrusive ROM (VKOGA) can speed up the solver by 6.9× relative to the
FOMand3.3×over theGalerkinROMat a relative error of 0.0353 and 0.0164 respectively.

2D convection–diffusion

Weconsider a 2D parametric nonlinear heat equation. Given a state variable u = u(x, y, t),
the governing equation is described as

∂u(x, y, t)
∂t

= −μ0 �2 u − μ0μ1
μ2

(eμ2u − 1) + cos(2πx) cos(2πy), (26a)

u(x, y, 0) = 0. (26b)

The parameters are given by μ0 = 0.01, and (μ1,μ2) ∈ [9, 10]2. The spatial domain is
[0, 1]2 and Dirichlet boundary conditions are applied. The FOM uses a finite difference
discretization with 51 × 51 grid points. The full time domain is [0, 2] and we evaluate
both the backward Euler and Runge–Kutta methods for time integration with uniform
time steps. Figure 6 shows the solution profile at t = 2 with input parameter (μ1,μ2) =
(9.5, 9.5).

Data collection

Similar to the 1D case, first we investigate the appropriate time step Δt for solv-
ing the ODE. We collect the solutions of a sequence number of time steps Nt =
[25, 50, 100, 200, 400, 800, 1600, 3200, 6400] for (i) explicit Runge–Kutta and (ii) implicit
backward-Euler integrator. The verification results in Fig. 7 shows that Nt = 200 is a
reasonable number of time steps to use for Runge–Kutta and Nt = 800 for backward
Euler method. During the offline stage, we run four full simulations corresponding to
the corner parameters of the space [9, 10]2. Then, the training data are sampled from a
Latin-hypercube for better covering the parameter space. In the sampling, Ntraining and
Nvalidation instances of the state, time and parameters are generated following the criterion
that the minimum distances between the data points are maximized. We use the default
size of the training set Ntraining = 1000 and of the validation set Nvalidation = 500. Then
the reduced vector field fr is computed for each input pairs (x̂, t;μ). In the training and
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Fig. 7 Timestep verification for 2D convection–diffusion equation: a backward Euler integrator: we select a
time step of 3.12e-2, as it leads to an approximated convergence rate of 1 and an approximated error of 5e-4
for the selected state; b Runge–Kutta: we select a time step of 1.25e-1, as it leads to an approximated
convergence rate of 4 and an averaged approximated error of 2e-5 for the selected state

validation stage, we regress the reduced vector field fr by the input (x̂, t;μ); in the test
stage, we evaluate the ROM. The parameters are fixed to be (μ1,μ2) = (9.5, 9.5).

Model validation

Wereport the performanceof SVR (2nd, 3rdpoly and rbf), kNN,RandomForest, Boosting,
VKOGA, and SINDy as regression models to approximate reduced velocity. In particu-
lar, as in “Model validation” section, for each regression method, we change the model
hyperparameters and plot the relative training and validation error. The relative error is
defined by Eq. (19). Similarly, we plot the learning curve of each regression method and
compare the performance of each model on training and validation data over a varying
number of training instances in “Cross-validation and hyperparameter tuning” section.
We aim to balance bias and variance in each regression model, by properly choosing
hyperparameters and the number of training instances.

Simulation of the surrogate ROM

We can now solve this 2D problem using the surrogate model along the trajectory of
the dynamical system. After applying time integration to the regression-based ROM, we
compute the relative error of the proposedmodels as a function of time. As in “Simulation
of the surrogate ROM” section, we investigate both the backward Euler and Runge–Kutta
integrators. The following are the simulation results from backward Euler method with
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Fig. 8 Backward Euler for 2D convection–diffusion equation: time evolution of relative error: a eFOM(t) in
FOM; and b eROM(t) in ROM

Fig. 9 Pareto frontier of relative error with respect to the relative running time using backward Euler for 2D
convection–diffusion equation: a eFOM vs. τFOM in FOM; b eROM vs. τROM in ROM

Nt = 800. Figure 8 plots the state-space error with respect to FOM and ROM using the
backward Euler integrator. VKOGA outperforms the other models, achieving a relative
ROMerror below 6e-2 over the entire time domain, and the accuracy is closest toGalerkin
ROM.
Figure 9 plots the Pareto frontier error as a function of the relative running time using

the backward Euler integrator. VKOGA performs best in terms of both accuracy and time
efficiency, when comparing with the Galerkin ROM.
Table 3 presents the online running time of all methods, themean time-integrated error

with respect to FOM, and the mean time-integrated error with respect to the Galerkin
ROM using the backward Euler integrator for the 2D convection–diffusion equation. To
compare, all the ROM and FOM solutions are computed at the verified backward Euler
time step. Note that the non-intrusive ROM, e.g. VKOGA with Newton’s method, can
improve the solve time by three orders of magnitude over the FOM and 111.2× compared
to the Galerkin ROM at a relative error of 0.0059 and 0.0041 respectively.
We examine the simulation results from the 4th-order Runge–Kutta method with

Nt = 200. Figure 10 shows the state-space error with respect to FOM and ROM using
the Runge–Kutta integrator. SVR2, SVR3, VKOGA, and SINDy have a comparable per-
formance, and result in a smaller ROM error relative to in the backward Euler solver. We
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Table 3 Comparison of different machine learning methods using the Backward Euler integrator for
2D convection–diffusion equation: Newton’s method (N); FP-fixed-point iteration (FP)

Method Online running time (s) R Err (w.r.t. FOM) R Err (w.r.t. Galerkin)

SVR 2 FP 13.510 0.0074 0.0061

SVR 2 N 10.510 0.0074 0.0061

SVR 3 FP 13.873 0.0045 0.0028

SVR 3 N 10.135 0.0045 0.0028

SVR rbf FP 13.349 0.0181 0.0169

SVR rbf N 10.405 0.0181 0.0169

Random Forest 120.674 0.0332 0.0326

Boosting 190.632 0.0147 0.0135

kNN 0.435 0.0149 0.0142

VKOGA FP 2.505 0.0059 0.0041

VKOGA N 0.151 0.0059 0.0041

SINDy FP 0.534 0.0066 0.0054

SINDy N 0.236 0.0066 0.0054

Galerkin 0.942 0.0029 0

The running time of FOM and Galerkin is 209.393s and 16.837s respectively
Bold values indicate the models selected with smallest online running time, or relative error w.r.t. FOM and/or ROM

Fig. 10 Runge–Kutta for 2D convection–diffusion equation: time evolution of relative error: a eFOM(t) in FOM;
and b eROM(t) in ROM

Fig. 11 Pareto frontier of relative error with respect to the relative running time using 4th-order
Runge–Kutta for 2D convection–diffusion equation: a eFOM vs. τFOM in FOM; b eROM vs. τROM in ROM
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Table 4 Comparison of different machine learning methods using 4th-order Runge–Kutta for 2D
convection–diffusion equation

Method Online running time (s) R Err (w.r.t. FOM) R Err (w.r.t. Galerkin)

SVR 2 1.850 0.0087 0.0076

SVR 3 1.740 0.0065 0.0052

SVR rbf 1.777 0.0185 0.0174

Random Forest 20.313 0.0426 0.0419

Boosting 32.668 0.0177 0.0166

kNN 0.175 0.0153 0.0146

VKOGA 0.041 0.0083 0.0069

SINDy 0.055 0.0077 0.0066

Galerkin 19.012 0.0029 0

The running time of FOM and Galerkin is 138.319s and 19.012s respectively
Bold values indicate the models selected with smallest online running time, or relative error w.r.t. FOM and/or ROM

notice that the random forest, boosting models and kNN begin to diverge quickly in the
second half of the time domain. Figure 11 plots the Pareto frontier error as a function
of the relative running time using the backward Euler integrator. VKOGA and SINDy
outperform the other models in terms of both computation accuracy and time cost. The
relative error compared to Galerkin ROMand FOM is below 1e-2. Table 4 includes online
running time of all methods, themean time-integrated error with respect to the FOM, and
themean time-integrated error with respect to the Galerkin ROMusing the Runge–Kutta
integrator for the 2D convection–diffusion equation. In the comparison, all the ROM
and FOM solutions are computed at the verified backward Euler time step. We observe
that the computational efficiency of the non-intrusive ROM performs significantly better
than Galerkin ROM. VKOGA using Runge–Kutta can speed up the solver 3406.9× that
of the FOM and 468.3× that of the Galerkin ROM at a relative error of 0.0083 and 0.0069.
SINDy using Runge–Kutta can accelerate the solver 2524.1× over the FOM and 347.0×
compared to the Galerkin ROM at a relative error of 0.0077 and 0.0066 respectively.

Conclusions
In this study, we demonstrate the effectiveness of a data-driven model reduction method
for solving two types of parametric PDEs non-intrusively, in both explicit and implicit
time integration schemes. The approach successfully avoids the cost and intrusiveness of
querying the full-ordermodel and reduced-ordermodel in the simulation, by approximat-
ing low-dimensional operators using regression methods. In the offline stage, we train the
regression models using state-of-the art techniques from machine learning and specific
dynamical learning methods in a reduced order architecture; in the online stage, the sur-
rogate ROM then solves problemsmore efficiently (orders ofmagnitude in speedup) using
the learned reduced operators. The proposed approach speeds up the full-order model
simulation by one order ofmagnitude in the 1DBurgers’ equation and three order ofmag-
nitude in the 2D convection–diffusion equation. Among the machine learning models we
evaluate, VKOGA and SINDy distinguish themselves from the other models, delivering
superior cost vs. error trade-off.
Further work involves a number of important extensions and directions that arise out of

this work. First, it will be interesting to investigate the effectiveness on solving a different
types of PDE or a more complex nonlinear dynamical systems, e.g. Euler’s equation.
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Morerover, for nonlinear Lagrangian dynamical systems, we need to develop structure-
preserving approximations for all reduced Lagrangian ingredients in themodel reduction.
Rather than apply a Galerkin projection to obtain the ROM, one can alternatively employ
a least-square Petrov–Galerkin (LSPG) [14,15,17], which requires a regression method
predictingnon-negative values. Analyzingmodels on anonlinearmanifold is an important
area of future work, where we can go beyond the linear spaces, andmappings between the
original full-order space RN and the reduced-order subspace Rn in Galerkin projection.
The growing intersection of dynamical systems and data science are driving innovations in
estimating the prediction of complex systems [10].With a deeper understanding of neural
networks, it may be possible to generalize the non-intrusive approach to another level of
accuracy. Furthermore, physics-informed models [45] may accelerate learning from data
and add interpretability to existing approaches.This framework can also be combinedwith
distributed systems to enable parallelism for extreme-scale high performance computing.
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Appendix A: Regressionmodels and tuning
Special regression models

In this section, we detail two non-transitional machine learning models, VKOGA and
SINDy, in addition to the SVR, kNN, random forest and boosting.

Vectorial kernel orthogonal greedy algorithm (VKOGA)

Developed from kernel-based methods, VKOGA makes the assumption that a common
subspace can be used for every component of vector-valued response. With such, it sig-
nificantly reduces the training and evaluation time when the number of kernels in the
resulting regression model is large. VKOGA constructs the regression model

h(x) =
nVKOGA∑

i=1
αiK (xi, x), (27)

where K : RNx × R
Nx → R denotes a kernel function, for each individual regression

model hi, i = 1, . . . , Nx, and αi ∈ R
xx , i = 1, . . . , Nx are vector-valued basis functions.

VKOGA uses a greedy algorithm to compute kernel functions K (x̄, ·). The greedy algo-
rithm determines kernel centers fromΩ = x̄1, . . . , x̄ntrain . Let the initial stateΩ0 = ∅, and
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then at stagem, choose

xm = argmax
x∈Ω\Ωm−1

|〈h,φm−1
x 〉|, (28)

where φm−1
x denotes the orthogonal remainder of K (x, ·) with respect to the reproduc-

ing kernel Hilbert space spanned by K (x1, ·), . . . , K (xm−1, ·). Then the kernel centers are
updated Ωm = Ωm−1 ∪ xm. At the next step, the basis function αi, i = 1, · · · , nVKOGA
are determined by a least-squares approximation to fit the training data. In the numerical
experiments, we apply the Gaussian RBF kernel K (x̄i, x̄j) = exp(−γ ‖x̄i, x̄j‖), where the
hyperparameter is the number of kernel functions used.

Sparse identification of nonlinear dynamics (SINDy)

The sparse identification of nonlinear dynamics (SINDy)method [12] identifies nonlinear
dynamical system from measurement data, seeking to approximate the vector field f by
a generalized linear model. This architecture avoids overfitting by identifying a parsimo-
nious model, which is more explainable or predictable than black-box machine learning.
Although SINDy was originally devised for continuous-time dynamics, it can be extended
to discrete-time systems. In particular, SINDy yields a model

h(x, θ) =
nSINDy
∑

i=1
pi(x)θi, (29)

where pi : RNx → R, i = 1, . . . , nSINDy denotes a “library” of candidate basis functions.
The relevant terms that are active in the dynamics are solved using sparse regression that
penalizes the number of functions in the library P(x):

θi = argmin
θ′
i

‖h − P(x)θ′
i‖2 + α‖θ′

i‖1, (30)

where ‖ · ‖1 promotes sparsity in the coefficient vector θi and the parameter α balances
low model complexity with accuracy. The least absolute shrinkage and selection operator
(LASSO) [55] or the sequential threshold least-squares (STLS) [12] can be used to deter-
mine a sparse set of coefficients (θ1, . . . , θnSINDy ). In thenumerical experiments,we consider
linear and quadratic functions in the library, i.e., pi ∈ {x1, . . . , xNx , x1x1, x1x2, . . . , xNxxNx }.
Hyperparameters in this approach consist of the prescribed basis functions.
Table 5 summarizes the computational complexities of all the considered regression

models. Note that the hyperparameter varies in different models, i.e. Ntrees denotes the
number of decision tress in random forest, Nlearners denotes the number of weak learners
in the boostingmethod,Nfunctions is the numner of kernel functions inVKOGA, andNbases
represents the number of bases in SINDy with 2nd order polynomials.

Cross-validation and hyperparameter tuning

For each regression model proposed in “Surrogate ROM” section, we use cross-validation
to prevent overfitting and select hyperparameters.
We report the hyperparameter selection of eachmodel for the 2D convection–diffusion

equation in Fig. 12. In Fig. 12a, it shows that with the sensitivity margin ε ≤ 0.1, both the
training error and validation errors are very small, and thuswe select the sensitivitymargin
ε = 0.1 for SVR2. Similarly, ε = 10−3 is selected for SVRrbf. Figure 12d shows that within
40 trees, the validation error of the random forest model is still relatively large. Moreover,
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Table 5 Theoretical complexity per time step, where n represents the subspace dimension, p
represents the parameter dimension, and Ntraining represents the number of training points

Method Complexity Comments

SVR 2 O((n + p)nNtraining)

SVR 3 O((n + p)nNtraining)

SVR rbf O((n + p)nNtraining)

Random Forest O(nNtreesNtraining log(Ntraining)) Ntrees: number of decision trees

Boosting O(nNlearners) Nlearners: number of weak learners

kNN O((n + p)nNtraining + KnNtraining) K : number of nearest neighbors

VKOGA O((n + p)Nfunctions) Nfunctions: number of kernel functions

SINDy2 O(nNbases) Nbases: number of bases, Nbases < n2

Fig. 12 Hyperparameter selection for all considered regression models. Relative mean squared errors are
reported: a SVR2, b SVR3, c SVR rbf, d random forest, e boosting, f kNN, g VKOGA. The training and validation
set correspond to the default size: Ntraining = 1000 and Nvalidation = 500. Blue curves represent training errors
and red curves represent validation errors

there is a big gap between the training error and test error that implies the random
forest model may suffer from overfitting for the given data. We select Ntrees = 15 in this
study. As shown in Fig. 12e, the validation error in Boosting approaches the minimum
at Nlearners = 40, and thus we select 40 weak learners. Figure 12f shows that by choosing
the number of neighbors K ≈ 4, the validation error is minimized. Thus, K = 4 is a
good hyperparameter to balance bias and variance. In Fig. 12g we observe that the more
kernel functions we use, the smaller value of training and validation error we obtain. In
this study, we select 500 kernel functions in VKOGA.
We examine the performance of the models as an increasing size of the training sample

in Fig. 13. Figure 13a shows that with 200 training instances, the SVR2 model has very
small validation error, while SVR3 model requires a bigger training set. For SVRrbf, the
more training instances we have, the smaller validation error we obtain. This is because
the resolution of the radial basis function is determined by the density of input parameter
space. Figure 13d shows that themore data are input, the less the relative error. Intuitively,
more data give higher density in the input parameters space; and thus each leaf of a
decision tree provides finer coverage for test data. Similarly, for the kNN model as in
Fig. 13f, close neighbors give better representation of test data. As a result, more data
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Fig. 14 Relative errors with Ntraining = 1000 and Nvalidation = 500: a 1D Burgers’ equation; and b 2D
convection–diffusion equation. Blue bars represent training errors and red bars represent validation errors

can effectively reduce the variance and solve the overfitting issue. Figure 13e shows that
with approximately 1000 training samples, the training error and validation error begin to
approach 2e-3. This implies that a relative large number of data are required in order to
constrain the variance of the boosting method. Figure 13g shows that with 1000 training
instances, the training and validation errors begin to converge for VKOGA, while SINDy
(2nd order polynomials) only requires a small number of training instances to get a very
accurate prediction, as seen in Fig. 13h. Similarly, we select the following hyperparameters:
ε = 10−4 for SVR2, ε = 10−5 for SVR3, ε = 10−3 for SVRrbf, Ntrees = 15 for random
forest, Nlearners = 40 for boosting, K = 6 for k-nearest neighbours, and 500 kernel
functions for VKOGA in the 1D Burgers’ implementation.
Figure 14 summarizes the overall performance of the above models for the 1D Burgers’

and 2D convection–diffusion equation. All the proposed models are validated using the
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selected hyperparameters. We notice that SVR with the kernel of 3rd order polynomials
outperforms the other models for the 1D Burgers’ equation. This can be related to the
discretization structure of quadratic nonlinearties in the PDE solver. VKOGA has the a
better reperformance than RF, Boosting, kNN, with a relative error less than 1e-4. SINDy
reaches a relative error of 3e-8. For the 2D convection–diffusion problem, SVR models
again perform better than RF, Boosting and kNN, and SVR3 outperforms the other two
kernel functions. VKOGA has the best accuracy with relative error ≈ 1e-5, while SINDy
reaches a relative error of 1e-3. Note that to be consistent, we select fixed training and
validation sample sizes for all the considered regressionmodels. However, as illustrated in
Fig. 13h, SINDy can approach the same level of accuracy with a small number of training
and validation samples.
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